
PwC

Black-box 
algorithms: 
Blind trust?

Mona de Boer



Statistics Econometrics Optimisation Complexity
theory

Computer
science

Game
theory

FOUNDATION LAYER

▪ Robotic process 
automation

▪ Deep question & answering

▪ Machine translation

▪ Collaborative systems

▪ Adaptive systems

▪ Knowledge & 
representation

▪ Planning & scheduling

▪ Reasoning

▪ Machine learning

▪ Deep learning

▪ Natural language

▪ Audio & speech

▪ Machine vision

▪ Navigation

▪ Visualisation

AI that can sense… AI that can think… AI that can act…
Hear | See | Speak | Feel Understand | Assist | Perceive | Plan Physical | Creative | Cognitive | Reactive
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Augmented Intelligence
New ways for computers and humans

to collaborate in making better decisions
and taking more effective actions

Assisted Intelligence
Using data and analytics

to drive business insights within
existing decisions and actions

Autonomous Intelligence
Systems that are adaptive and

can autonomously carry out tasks without
human intervention

No human in the loopHuman in the loop

Hardwired
systems

Adaptive
systems

Automation
Automating business processes previously 

performed by humans

AI ranges from hardwired automation to fully autonomous intelligence



AI is disrupting the entire value chain by automating existing processes, uncovering 
new value from data and augmenting human decisions and actions

‘Marketable’ insights Lowering cost Improved decisions
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Let’s presume
we’ll become 
consciously 
competent at 
‘doing AI’…
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… then we’ll 
need XAI for…

Improve-
ment of 

the system

Verification 
of the 

system

Learning 
from the 
system

Compliance 
to 

legislation

Ethical 
issues

• Transparency

• Mismatched objectives
• Multi-objective trade-offs
• System sensitivity

• Causality • Safety
• GDPR

• Transparency

• Fairness

Source: Su et al, 2018
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… as a basis to 
trust AI
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GDPR Art. 22 – Automated individual 
decision-making, including profiling

1) The data subject shall have the right not to be subject to a decision based solely on 
automated processing, including profiling, which produces legal effects 
concerning him or her or similarly significantly affects him or her.

2) Paragraph 1 shall not apply if the decision:

a) is necessary for entering into, or performance of, a contract between the 
data subject and a data controller;

b) is authorised by Union or Member State law to which the controller is 
subject and which also lays down suitable measures to safeguard the data 
subject's rights and freedoms and legitimate interests; or

c) is based on the data subject's explicit consent.

3) In the cases referred to in points (a) and (c) of paragraph 2, the data controller 
shall implement suitable measures to safeguard the data subject's rights and 
freedoms and legitimate interests, at least the right to obtain human intervention 
on the part of the controller, to express his or her point of view and to contest the 
decision.

4) Decisions referred to in paragraph 2 shall not be based on special categories of 
personal data referred to in Article 9(1), unless point (a) or (g) of Article 9(2) 
applies and suitable measures to safeguard the data subject's rights and freedoms 
and legitimate interests are in place.
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